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Abstract—We are witnessing a huge growth of cyber-physical
systems, which are autonomous, mobile, endowed with sens-
ing, controlled by software, and often wirelessly connected
and Internet-enabled. They include factory automation systems,
robotic assistants, self-driving cars, and wearable and implantable
devices. Since they are increasingly often used in safety- or
business-critical contexts, to mention invasive treatment or bio-
metric authentication, there is an urgent need for modelling
and verification technologies to support the design process, and
hence improve the reliability and reduce production costs. This
paper gives an overview of quantitative verification and synthesis
techniques developed for cyber-physical systems, summarising
recent achievements and future challenges in this important field.

I. INTRODUCTION

In today’s world, a multitude of sensor-enabled, software-
controlled computing devices are autonomously making de-
cisions on our behalf. These cyber-physical systems (CPS)
are ‘smart’, wirelessly connected and Internet-enabled, able
to monitor and control physical processes, and organised into
communities, networks and ecosystems. Examples range from
smartphones equipped with miniature sensors, e.g. accelerome-
ters and GPS, self-parking and self-driving cars, environmental
and wildlife monitoring, as well as implantable devices such
as glucose monitors and cardiac pacemakers. Future potential
developments in this area are endless, with nanotechnology
and molecular sensing devices already envisaged.

As the number of CPS on the market and in deployment has
escalated, unfortunately so has the number of device recalls [1]
and remote hacking attacks [2]. These have naturally prompted
a surge of interest in methodologies for ensuring their safety,
integrity and reliability. Model-based design and automated
verification technologies offer a number of advantages, particu-
larly with regard to embedded software controllers: they enable
rigorous software engineering methods such as model checking
in addition to testing, and have the potential to reduce the
development effort through code generation and software reuse
via product lines. Models can be extracted from high-level
design notations or even source code, represented as finite-
state abstractions, and systematically analysed to establish
if, e.g., the executions never violate a given property. These
technologies provide means to automatically analyse properties
such as “the probability that an airbag fails to activate on
impact is tolerably low” (safety) and “the smartphone software
always correctly authenticates the user” (reliability).

CPS devices possess quantitative characteristics: they not
only involve decisions and discrete mode switching, but
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also features such as real-time delays and constrained re-
sources. They often autonomously monitor and control physi-
cal processes, for example chemical concentration, and exhibit
stochasticity, which arises from randomisation, for example
used in distributed coordination; uncertainty, due to sensor
noise, imprecision of localisation and partial observability;
and stochastic dynamics, such as user mobility or physical
motion. Quantitative, probabilistic modelling is an established
methodology to provide safety and software quality assurance,
and employs a variety of analysis methods drawn from auto-
mated verification, numerical solution techniques and statistics.
Quantitative verification [3] techniques, in particular, aim to
establish quantitative properties, for example, calculating the
real-time deadline, probability of an event of interest, or
expected cumulated cost of some process. Tools such as the
real-time model checker UPPAAL [4] and the probabilistic
model checker PRISM [5] are widely used for this purpose in
several application domains.

However, CPS devices present new challenges, requiring
extensions of model-based quantitative verification techniques
to ensure correctness of their embedded software. Autonomy,
in particular, forces us to look beyond verification, and to
develop controller (also called strategy) synthesis techniques
from quantitative specifications. It also results in the need to
consider cooperative, competitive and adversarial behaviour
due to conflicting goals, which are well suited to game-
theoretic techniques. Sensor-enabledness, in conjunction with
mobility, Internet connectivity and aspects such as monitoring
and control of physical processes, for example electrical signal
in the heart or concentration of glucose in the blood, incur
the need for stochastic hybrid models, often with non-linear
dynamics. Finally, CPS are increasingly often interacting with
humans, as for example in semi-autonomous driving, leading to
the need to consider the human-in-the-loop problem. In addi-
tion, increasing reliance of CPS on privacy/security assurance
and their take up in safety-critical contexts significantly raise
the prospect of unacceptable, or even life-endangering, risks.

Below we give a number of concrete example of desirable
quantitative properties that one might like to verify for CPS.
“the autonomous car has a strategy to safely cross the junction,
irrespective of action of other road users” (competitive); “the
autonomous agents have a collective strategy to execute a task,
even if a single agent is unable to” (cooperative); “the prob-
ability that biometric security of the smartphone software is
compromised is tolerably low, under any adversarial scenario”
(adversarial); “the expected time to select a network service is
within a specified interval, assuming wireless communication
failure rate is within specified tolerance” (stochastic); “the
probability that the wearable device software fails to identify a



dangerous level of glucose in the blood is tolerably low, assum-
ing the dynamics is within specified bounds” (nonlinear hybrid
dynamics); and “the probability that the semi-autonomous car
causes an accident is tolerably low, assuming the driver is
attentive” (human-in-the-loop).

II. SUMMARY OF RECENT ADVANCES

Conventional verification via model checking inputs a de-
scription of a model, representing a state-transition system, and
a specification, typically a formula in some temporal logic, and
return yes or no, indicating whether or not the model satisfies
the specification. In quantitative verification [3], [6], [7], the
models can be viewed as collections of states, where the transi-
tions between them can be discrete, probabilistic, or continuous
flows. A probability space induced on the system behaviours
enables the calculation of likelihood of the occurrence of
certain events of interest during the execution of the system,
assuming resolution of nondeterministic decisions. This in turn
allows one to make quantitative statements about the system,
in addition to qualitative statements such as reachability or in-
variance. Probabilities are captured via probabilistic operators
that extend conventional (timed or hybrid) temporal logics,
which allow one to express probabilistic specifications such as
the probability of a the smartphone software being infiltrated is
below a specified bound. Models can be additionally annotated
with quantities that represent, e.g., time passage or energy
consumption, for which expectations are typically considered.

An important recent trend is a shift towards synthesis,
where the ultimate goal is to construct a model from a
specification, where techniques based on sketches and search-
based method have been introduced. In the quantitative setting,
simpler variants of this problem have been considered to date,
including correct-by-construction controller synthesis from a
given quantitative temporal logic specification, and parameter
synthesis, see below, where parameter valuations are selected
to optimise a given quantitative objective.

Quantitative verification employs a variety of graph-
theoretic and symbolic methods drawn from conventional
model checking, together with probabilistic analysis. The latter
involves numerical computation, such as solving linear or
differential equations or optimisation problems, where answers
can be computed with specified precision, or statistical model
checking, based on simulating execution runs and applying
statistical techniques such as hypothesis testing to estimate
the probability or expectation of some event holding up to
a given confidence interval. Controller synthesis proceeds by
first computing the optimal value and then extracting the
strategy. An important consideration is ensuring scalability of
the techniques, which is typically achieved through symbolic
methods, quantitative abstraction refinement, or some suitable
combination with stochastic search.

There are a number of quantitative verification tools that
have been developed, to mention UPPAAL [4] and MRMC
[8]; we focus here on the probabilistic model checker PRISM
[5] and its recent extension PRISM-games [9], [10]. PRISM
is based on symbolic BDD-based techniques [11], [12] that
provide compact storage for probabilistic models and ensure
efficiency of (approximate) computation of the probability. It
supports five probabilistic models, discrete- and continuous

time Markov chains (DTMCs, CTMCs), Markov decision
processes (MDPs), probabilistic timed automata (PTAs) and
stochastic games (SMGs), for both verification and strategy
synthesis. Applications of probabilistic model checking using
PRISM have spanned multiple fields, from wireless protocols
and security analysis, through debugging DNA computing
designs, to smart energy grids and strategy synthesis for
autonomous urban driving.

Below we describe a number of recent advances centred
on quantitative verification with PRISM that are relevant for
CPS.

Parameter synthesis. A parametric model is one where
some value, for example transition probability or timing delay,
is given as a parameter, and the probability of an event of in-
terest is then a function of the parameters. The parameter syn-
thesis problem aims to find an optimal value of the parameter
that guarantees the satisfaction of a quantitative temporal logic
property. Parameter synthesis techniques have been developed
for discrete-time Markov chains and probabilistic parameters
[13]–[15] and for continuous-time Markov chains, where op-
timal rates can be synthesised for time-bounded specifications
[16], [17]. The techniques are based on region refinement in
conjunction with sampling, and have been recently improved
through a GPU adaptation. They have been applied to a range
of case studies, including synthesising optimal repair rates for
the Google file system [18]. Approximate parameter synthesis
is also available for MDP models.

Stochastic games. Stochastic game models generalise
Markov decision processes in that they allow to model systems
composed of a number of players, and are thus particularly
well suited to modelling competitive scenarios, such as sharing
network bandwith, where users try to selfishly maximise their
own utility and pricing mechanisms have to be designed to
disincentivise such behaviour. Stochastic games allow one to
reason about strategic decisions of coalitions of agents compet-
ing or collaborating to achieve some quantitative objective, for
example total expected reward or longrun average [19]–[21].
They are supported by the tool PRISM-games, and have been
used in a variety of case studies, including energy smartgrid
[22], [23] and aircraft power distribution [20], [21].

Multiobjective properties. When verifying correctness of
systems, it is often necessary to consider not just a single
objective, but instead simultaneous satisfaction of several ob-
jectives, for example minimise expected fuel consumption and
maximise the probability to reach a goal. In general, Boolean
combinations of quantitative objectives can be considered [19],
[24], [25], with the respective tradeoffs represented via a
Pareto curve [26], where each point on the curve corresponds
to the objectives combined with different weights that can
be selected by the designer. Multiobjective verification and
strategy synthesis are supported in PRISM for MDPs and in
PRISM-games for SMGs, and have been used, for example, to
synthesise strategies for autonomous urban driving [27].

Compositionality. Complex designs usually comprise mul-
tiple components operating in parallel. Verification of such
system is aided by compositional assume-guarantee reasoning,
where verification of a property for a composed system can
be reduced to checking certain properties on the components.
Compositional verification is supported in PRISM for a range



of assume-guarantee rules [28] for linear-time temporal logic
for a variant of MDPs. The method is based on reduction
to multiobjective MDP verification. For SMG, compositional
assume-guarantee strategy synthesis from multiobjective spec-
ifications [20], [21] is implemented in PRISM-games, which
considerably improves scalability at a cost of expressiveness
of the controllers.

Controller/strategy synthesis. Controller synthesis from
high-level single and multiobjective specifications in quantita-
tive temporal logic [7], [19] is supported for MDPs and SMGs
respectively in PRISM and PRISM-games. This is relevant for
motion planning in robotics [29], where temporal logic and
reactive synthesis based on game-theoretic methods are being
taken up for high-level planning. The strategies may need to
be randomised and history-dependent. Recently, it was shown
that performance of controller synthesis for MDPs and SMGs
can be improved by incorporating machine learning [30], with
which one can obtain guarantees on accuracy while exploring
only a portion of the state space.

Approximate methods. Quantitative verification suffers
from state-space explosion and may become infeasible for
large systems. There are a number of approaches that reduce
the state space, including partial order reduction [31], symme-
try reduction [32], [33], bisimulation quotient [34] and state
space aggregation [35]. For CTMC models of chemical reac-
tion networks, the linear-noise approximation is particularly
attractive in that it is independent of the population size and
polynomial in the number of species, thus ameliorating state
space explosion. These models are discrete state. Labelled
Markov processes, which are continuous-space models, can
be approximated as MDPs by employing approximate bisim-
ulations [36].

Self-adaptation and learning. Today’s software is increas-
ingly expected to adapt to the changing demands of workload,
or even requirements, while ensuring dependability. This is
challenging to automate and, in [37], a framework has been
proposed that employs learning and quantitative verification at
runtime within a monitor, analyse, plan and execute (MAPE)
loop. The methods has been applied to service-based systems
using PRISM [38] and, more recently, also using single and
multiobjective verification for stochastic multi-player games
based on PRISM-games [39], [40]. The case studies included
defending a system against an external attack and developing
adaptive middleware to manage sensor networks.

Real-time and hybrid models. CPS models exhibit a range
of quantitative features, including real-time and nonlinear con-
tinuous flows, in addition to stochasticity, and can be captured
by the general model of stochastic hybrid systems. Though this
model is not supported in full generality, its submodels have
been analysed using PRISM and related methods [41], [42].
Probabilistic timed automata, which are timed automata with
transitions generalised to discrete probability distributions, are
directly supported in PRISM, as is parameter synthesis for
timing delays to optimise the probability of a given property.
Timed I/O automata with data, a subclass of hybrid linear
automata, are supported by a suite a techniques that integrate
SMT and evolutionary computation techniques. The techniques
support optimal timing delay synthesis from quantitative spec-
ifications [43], [44], but their probabilistic aspects are lim-
ited. Hybrid automata can be analysed using simulation-based

techniques [45]. These techniques can provide guarantees on
accuracy and have been developed for the analysis of cardiac
pacemakers, heart models and personalisation of wearable
devices [46]–[48].

Human-in-the-loop problem. CPS increasingly often in-
teract with human operators, to mention robotic assistants
and self-parking cars. Therefore, quantitative verification and
synthesis needs to consider models which are compositions of
CPS and operator models, with the latter modelling cognitive
processes and social interactions. [49] studied controller syn-
thesis from multiobjective specifications for UAVs interacting
with human operators, using both PRISM and PRISM-games,
with the latter allowing to model adversarial behaviour. Early
work towards predictive models of semi-autonomous driving
that employed PRISM [50] is encouraging, but more effort is
necessary.

III. CHALLENGES

Clearly, there has been much progress towards quantitative
verification and aspects of quantitative synthesis for CPS, with
a wide variety of relevant case studies serving as proof of
concept, including energy smartgrid, UAV control, autonomous
driving and implantable cardiac pacemakers. However, in order
to tackle CPS in full generality, a number of significant
challenges have to be overcome. We briefly review a selection
of these below.

Model expressiveness. Although certain classes of stochas-
tic hybrid models are currently supported, the techniques
often rely on discretisation and their continuous and stochastic
dynamics are limited. Approximate techniques that can handle
the challenging interaction between nondeterminism, nonlinear
continuous and stochastic dynamics are needed.

Partial information. Quantitative verification techniques
have so far mostly been concerned with complete information
systems. This restriction is not applicable to many CPS scenar-
ios, where agents in the system only have partial information.
Partial observability raises a number of algorithmic challenges
that need to be tackled.

Model learning and adaptation from data. Quantitative
verification has so far mainly focused on modelling system
dynamics, but the behaviour of many CPS is data-driven.
Techniques that integrate model learning from data in order
to inform adaptation in real-time and analysis of the dynamics
are needed.

Model synthesis from specifications. Though correct-by-
construction synthesis of strategies has been studied, model
synthesis from quantitative specifications has received little
attention to date. A possible approach is combining template-
based and parameter synthesis methods, but more work is
required in this direction.

Scalability and efficiency. Compositional approaches aid
scalability, but existing methods are limited in that they cannot
handle hybrid models and learning assumptions for compo-
sitional assume-guarantee reasoning is difficult to automate.
Another direction are symbolic techniques, as employed in
verification and synthesis algorithms, whose efficiency has
recently been improved by employing judicious combination
with statistical or stochastic search methods, but more progress



is required. Methodologies combining induction, deduction
and machine learning have potential here.

Modelling social interactions. CPS are increasingly often
employed to assist and interact with humans, and operator
models have to be taken into account. Though some progress
has been made, models of cognitive processes and social
interactions, such as those based on trust, are needed.

Certification. Ultimately, model-based quantitative verifi-
cation and model synthesis will be used as part of quality
assurance processes to certify products. To this end, techniques
and tools to evaluate safety and dependability are needed.

IV. CONCLUSION

As CPS are becoming an integral part of our society, their
failure carries potentially unacceptable and life-endangering
risks. Rigorous model-based verification technologies incor-
porated within the design process can improve CPS safety and
reliability and reduce development costs. This paper has briefly
summarised quantitative verification and synthesis techniques
developed for CPS and future research challenges in this field.
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